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Abstract
The main results of a transient climate simulation of the last 500 years with a coupled atmosphere-ocean
model driven by estimated solar variability, volcanic activity and atmospheric concentrations of greenhouse
gases are presented and compared with several empirical climate reconstructions. Along the last five cen-
turies the climate model simulates a climate colder than mean 20th century conditions almost globally, and
the degree of cooling is clearly larger than in most empirical reconstructions of global and North hemispheric
near-surface air temperature (MANN et al., 1998; JONES et al., 1998). The simulated temperatures tend to
agree more closely with the reconstruction of ESPER et al. (2002) based on extratropical tree-ring chronolo-
gies. The model simulates two clear minima of the global mean temperature around 1700 A.D. (the Late
Maunder Minimum) and around 1820 A.D. (the Dalton Minimum). The temperature trends simulated after
the recovery from these minima are as large as the observed warming in the 20th century. More detailed
results concerning the simulated Late Maunder Minimum, together with a spatially resolved historical recon-
struction of the temperature field in Europe, are presented. It is found that the broad patterns of temperature
deviations are well captured by the model, with stronger cooling in Central and Eastern Europe and weaker
cooling along the Atlantic coast. However, the model simulates an intense drop of air-temperature in the North
Atlantic ocean, together with an extensive sea-ice cover south of Greenland and lower salinity in North At-
lantic at high latitudes, reminiscent of the Great Salinity Anomaly. Also, during the Late Maunder Minimum
the intensities of the Golf Stream and the Kuroshio are reduced. This weakening is consistent with a reduced
wind-stress forcing upon the ocean surface.

Zusammenfassung
Die wichtigsten Ergebnisse einer transienten Klimasimulation der letzten 500 Jahre mit einem gekoppelten
Atmosphäre-Ozean Modell werden vorgestellt und mit verschiedenen empirischen Klimarekonstruktionen
verglichen. Das Klimamodell wird hierbei mit historischen Rekonstruktionen der solaren und vulkanischen
Aktivität sowie variablen Treibhausgaskonzentrationen angetrieben. Das Klimamodell simuliert während der
letzten fünf Jahrhunderte ein nahezu global kälteres Klima in Bezug auf die mittleren Bedingungen des
20. Jahrhunderts. Der Grad der Abkühlung ist hierbei deutlich stärker als innerhalb des Großteils der em-
pirischen Rekonstruktionen der globalen oder nordhemisphärischen bodennahen Lufttemperaturen (MANN
et al., 1998; JONES et al., 1998). Die simulierten Temperaturen scheinen jedoch mit den Rekonstruktio-
nen von ESPER et al. (2002), basierend auf außertropischen Baumringchronologien, in einem höheren Maße
übereinzustimmen. Das Modell simuliert deutlich zwei globale Temperaturminima um 1700 n.Chr. (Spätes
Maunder Minimum) und um 1820 n.Chr. (Dalton Minimum). Die Größe der simulierten Temperaturtrends
nach Erholung von diesen Minima entspricht dabei der beobachteten Erwärmung innerhalb des 20. Jahrhun-
derts. Detailliertere Untersuchungen konzentrieren sich auf das simulierte Späte Maunder Minimum sowie
eine räumlich hochaufgelöste historische Rekonstruktion der Temperaturfelder Europas. In diesem Zusam-
menhang stellt sich heraus, dass die Temperaturabweichungen, einhergehend mit einer stärkeren Abkühlung
in Zentral- und Osteuropa und einer abgeschwächten entlang der atlantischen Küste, durch das Klimamodell
gut erfasst werden. Auf der anderen Seite simuliert das Modell einen starken Rückgang der Lufttemperaturen
über dem Nordatlantischen Ozean zusammen mit einer ausgedehnten Meereisbedeckung südlich Grönlands.
Zusätzlich stellt sich ein geringerer Salzgehalt in den hohen Breiten des Nordatlantiks ein, welcher Parallelen
zu der Großen Salinitätsanomalie aufzeigt. Des weiteren sind die Intensitäten des Golf- und Kuroshiostromes
während des Späten Maunder Minimums abgeschwächt. Diese Abschwächung steht in Einklang mit einem
reduzierten Antrieb durch den auf die Ozeanoberfläche einwirkenden Windschub.
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1 Introduction

The climate of the last thousand years has recently
received considerable attention (MANN et al., 1999;
JONES et al., 2001; ESPER et al., 2002), with the long-
term goal of estimating the level of natural variability
in the absence of large anthropogenic influences. This
level of natural variability, either caused by the inter-
nal dynamics of the climate system or induced by vari-
ations in the external forcing, forms the framework in
which the global tropospheric warming observed in the
20th century has to be interpreted. Although the evi-
dence of an anthropogenic influence on the global cli-
mate due to the increase of atmospheric greenhouse gas
concentrations is strengthening (IPCC, 2001), it is also
acknowledged that uncertainties in the typical range of
natural climate variations at timescales of centuries still
exist. Since the temperature instrumental record is only
about 150 years long, an estimation of the natural tem-
perature variations has to be based on climate proxy in-
dicators. In the last years several attempts have been
carried out to reconstruct global or hemispheric tem-
peratures of the last centuries with annual or decadal
resolution. The best known is perhaps the reconstruc-
tion by MANN et al. (1998 and 1999, hereafter MBH98
and MBH99, respectively), based partly on a multiproxy
dataset, comprising tree-ring, coral, long instrumental,
and ice core records. Other reconstructions based on
dendrochronological records have been also published
recently (BRIFFA et al., 1998; ESPER et al., 2002;
JONES et al., 1998). Also, bore-hole temperature mea-
surements have been shown to contain information of
past surface temperatures, that can be retrieved by an-
alyzing the current temperature profile up to about 500
m depth (HUANG et al., 2000). Many other continuous
reconstructions of regional character can be found in the
literature, not only for temperature but also for other
variables, such as precipitation and wind. They can be
based on other types of proxy indicators, such as doc-
umentary historical evidence, concentrations of certain
metals in terrestrial sediments, analysis of stalagmites
growth, among others.

In general, the empirical climate reconstructions of
the last few centuries identify periods of widespread
temperatures lower than today that lasted until about
1850. This period is known as the Little Ice Age (LIA).
These lower temperatures reached a minimum around
the so called Late Maunder Minimum (LMM; around
1680 to 1710) as shown by many European and Asian
indicators, a period in which the sun activity, as es-
timated from the number of sun spots, was reduced
(EDDY, 1976). Also in this period, an increased vol-
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canic activity is believed to have occurred (BRIFFA et
al., 1999). The LMM, however, does not seem to be re-
stricted to the European region, and other proxy indi-
cators located in other parts of the world also indicate
minimum temperatures in these decades (FRITTS and
LOUGH, 1985; DRUFFEL and GRIFFIN, 1993; DUNBAR

and COLE, 1993; QUINN et al., 1998; HOLMGREN et
al., 1999; TYSON et al., 2000; WANG et al., 2001; VIL-
LALBA et al., 2002; YANG et al., 2002; GE et al., 2003).
The LIA followed a period of warmer temperatures, the
so called Medieval Warm period, in which global tem-
peratures could have attained the levels of the 20th cen-
tury (JONES et al., 2001).

The different empirical reconstructions disagree
somewhat on the level of cooling in the LIA, and in
particular during the LMM. In the temperature recon-
structions MBH98, based on a comprehensive multi-
proxy dataset from both the extratropical and tropical re-
gions, the coldest decade was 1696–1705 over the NH,
with 0.35 K lower annual temperatures relative to the
1902–1980 mean. On the other hand, the North Hemi-
sphere (NH) temperature reconstructions by JONES et
al. (1998, hereafter JBBT) or ESPER et al. (2002, here-
after ECS), indicate colder conditions through the LIA;
roughly 0.5 K and 0.7 K colder than the 1902–1980
mean, respectively. These reconstructions are based on
a smaller number of proxy locations (17 and 14, respec-
tively) of mostly dendrochronological time series. Due
to the extensive use of dendrochronological data these
three NH reconstructions are probably reflecting more
strongly temperature deviations in the extratropical tree-
growing season. Finally, temperature estimations based
on borehole measurements (HUANG et al., 2000) also
indicate global temperatures about 0.7 K colder than the
20th century mean. These reconstructions have been re-
cently questioned by MANN et al. (2003).

On the modeling side, the research effort has been
more limited to date. A climate simulation of the LMM
with an atmospheric General Circulation Model coupled
to a slab ocean model with frozen LMM external forcing
(SHINDELL et al., 2001) has been carried out. A tran-
sient simulation with an energy balance climate model
has been also published (CROWLEY, 2000). A simula-
tion of the last millennium with a two-dimensional zon-
ally averaged atmosphere-ocean model has been pre-
sented (BERTRAND et al., 2002).

The level of LIA cooling in the CROWLEY (2000)
simulation broadly agrees with the MBH99 reconstruc-
tion. The level of warming reconstructed and simu-
lated in the last century is much larger than the typ-
ical temperature variations in the last millennium, so
that the possible anthropogenic influence comes out very
clearly (IPCC, 2001). In the series of simulations by
BERTRAND et al. (2002), in which the influence of
the different external factors is investigated, the global
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warming observed in the last 150 years can be only ex-
plained when solar and greenhouse gas forcing are con-
sidered simultaneously. However, the level of climate
variability in the previous centuries can be coherently
explained by the action of solar and volcanic activity
(BERTRAND et al., 2002). In both cases the model sensi-
tivity to variations in external forcing can be prescribed
externally.

Recently, the global climate model of intermediate
complexity CLIMBER2 has been used to assess the rel-
ative importance of the different forcing factors for the
climate variability in the last millennium (BAUER et
al., 2003). The model CLIMBER2, driven by the full
external forcing, agrees well with the empirical recon-
structions of MBH99 and the simulations by CROWLEY

(2000), although the CLIMBER2 decadal and centennial
variability is slightly larger. BAUER et al. (2003) also
conclude that forcing by land use changes could have
played an important role in the last 300 years.

Transient experiments with fully coupled OAGCMs
have only been run so far for the last 300 years
(CUBASCH et al., 1997; HEGERL et al., 1997, CUBASCH

and VOSS, 2000). They show that the minimum of ra-
diative forcing during the Dalton Minimum could cause
a global cooling. Other transient experiments started in
the middle of the 19th century to investigate the ques-
tion whether mankind or natural causes have been re-
sponsible for the observed climate change (STOTT et al.,
2000).

The physical mechanisms for the centennial climate
variations are much more difficult to identify in empir-
ical reconstructions or in simplified models. The analy-
sis of more comprehensive models can help unveil the
physical mechanisms operating in nature. The simula-
tions by CUBASCH and VOSS (2000) indicate that a re-
duced solar radiation can explain the cooling during the
Dalton Minimum. The simulation by SHINDELL et al.
(2001) suggests a physical mechanism for the intensi-
fication of these colder conditions around the LMM in
the European region. This mechanism is related to the
reaction of the low-stratospheric circulation to a weaker
insolation and to an associated weakening of the winter
zonal circulation at midlatitudes in the NH, i.e. a weak-
ened North Atlantic Oscillation (LUTERBACHER et al.,
2002b). A version of the same model used by SHINDELL

et al. (2001) without a realistic stratosphere fails to sim-
ulate the extreme cold conditions in the LMM.

A transient climate simulation with a state-of-the art
climate model contributes to clarify the discrepancies of
some of the climate reconstructions presented so far and
to identify mechanisms that may amplify or reduce the
effect of the varying external forcing.

The paper is structured as follows: in section 2 a short
description of the model and the external forcing is pre-
sented. Section 3 is focused on the main results of the

simulation on a global or hemispheric scale: the vari-
ability of the global temperature at decadal and centen-
nial timescales and several reconstructions of the North
Atlantic Oscillation. Section 4 of the paper is devoted
in more detail to the Late Maunder Minimum. The sim-
ulated West European temperatures in winter are com-
pared to an empirical reconstruction based on a multi-
proxy dataset. Finally, possible mechanisms that may be
contributing to the temperature anomaly distribution in
the Late Maunder Minimum are discussed in view of the
model results. The paper is closed by the conclusions.

2 Model description and experiment

The global climate model consists of the spectral atmo-
spheric model ECHAM4 (ROECKNER et al., 1996) and
the ocean model HOPE-G (Wolff et al., 1997), both de-
veloped at the Max-Planck-Institute of Meteorology in
Hamburg. In this simulation the model ECHAM4 has a
horizontal resolution of T30 (approx. 3.75◦ x 3.75◦) and
19 vertical levels, five of them located above 200 hPa.
The horizontal resolution of the ocean model HOPE-G
is about 2.8◦ x 2.8◦ with a grid refinement in the tropical
regions, where the meridional grid-point separation de-
creases progressively to the equator, reaching a value of
0.5◦. This increased resolution allows for instance for a
more realistic representation of ENSO events. The ocean
model has 20 vertical levels.

To avoid climate drift in such a long simulation, ad-
ditional fluxes of heat and freshwater are applied to
the ocean. These fluxes were diagnosed in a coupled
spin-up integration with restoring terms that drive the
sea-surface-temperature and sea-surface salinity to their
climatological observed values. This flux adjustment is
constant in time and its global integral vanishes.

In climate simulations with a 1% annual increase
of atmospheric greenhouse gases, the sensitivity of the
ECHO-G model lies roughly in the middle of the range
of the IPCC simulations, namely 1.70 K increase at the
doubling of the present CO2 concentrations and 3.45
K in year 2100 A.D.. The sensitivity of the ECHO-G
model to changes in the radiative forcing is therefore in
line with that of other models.

Two simulations with this model have been carried
out. In a control simulation the external forcing was kept
constant in time and set to the values of the present cli-
mate. The model was integrated for 1000 years. In the
second simulation, the period 1550–1990 A.D. was sim-
ulated using estimations of three past external forcing
factors: solar variability, greenhouse gas concentrations
in the atmosphere and an estimation of the radiative ef-
fects of stratospheric volcanic aerosols. No changes in
the anthropogenic atmospheric aerosol concentrations
have been considered. Changes in vegetation cover or
land-use have also been neglected.



274 E. Zorita et al.: Climate evolution in the last five centuries Meteorol. Z., 13, 2004

Figure 1: Effective solar constant (solar forcing plus effect of vol-

canic aerosols; thick red line is a 26-year running mean), concentra-

tions of carbon dioxide and methane used to drive the climate model,

and the simulated annual global near-surface temperature, filtered

with a 26-year running mean.

The atmospheric concentrations of two greenhouse
gases, carbon dioxide and methane, have been estimated
from analysis of air bubbles trapped in Antarctica ice
cores (ETHERIDGE et al., 1996; BLUNIER et al.,1995).
The past variations of solar output have been derived
from the values used by CROWLEY (2000). For the pe-
riod after 1610 A.D., past solar variations are empiri-
cally estimated from observations of sun spots (LEAN

et al., 1995) and between 1500 and 1610 A.D. they are
based on concentrations of the cosmogenic isotope10Be.
CROWLEY (2000) used these values to drive an energy-
balance climate model, i.e. they represent the external
net input of short-wave radiation to the climate system.
To represent these variations in the ECHO-G simula-
tions these values have been translated to variations in
the solar constant, with no wavelength discrimination.

The third external factor is the effect of volcanic
aerosols. The estimation of this factor is arguably loaded
with the largest uncertainties. From the climatic point of
view one of the most important effects of volcanic erup-
tions is the production of aerosols. These are washed out
by precipitation and influence acidity of the ice layers
in ice cores. Changes in optical densities of the strato-
sphere can be thus estimated from ice acidity through a
semi-empirical model. However, the ice acidity is also
influenced by other factors, such as atmospheric trans-
ports, precipitation or dry deposition. The timing and
location of the eruption or the time elapsed between
eruption and ice formation are also difficult to estimate.
Therefore only the most coarse effects of volcanic erup-
tions can be included. We stick to the same dataset used
by CROWLEY (2000) in his energy-balance climate sim-
ulation. These are global annual estimations of atmo-

spheric optical depth translated to short-wave radiative
forcing. As in the case of the solar variability, we trans-
late his numbers to effective variations, global and an-
nual, of the solar constant used in the ECHO-G simula-
tion. The regional and timing details of the eruptions are
not communicated to the climate model. Fig. 1 shows
the time evolution of these forcing factors as used in the
forced climate simulation.

After this simulation was initiated, another estima-
tion, with latitudinal resolution, of stratospheric opti-
cal depth in the last centuries has become available
(ROBERTSON et al., 2001). As illustration of the un-
certainties included in these estimations, these data have
been translated in the same way as the CROWLEY (2000)
forcing data to net short wave forcing and subsequently
globally averaged (not shown). Both datasets show great
similarities in the timing of large eruptions and in the pe-
riods where eruptions happened more frequently. How-
ever, for some individual eruptions the disagreement be-
tween both estimations can be of the order of 50%.

3 Evolution of the near-surface air
temperature

The simulated global near-surface temperature in the
forced model integration (Fig 1) exhibits a larger vari-
ability than the control run (not shown). Two clear min-
ima, at the end of the 17th century and beginning of the
19th century, are simulated. These minima occur almost
simultaneously (after a 2–3 year lag) with known min-
ima in the solar activity, the Late Maunder Minimum
and the Dalton Minimum.

Paleoclimatic temperature reconstructions have not
targeted the same variable (global, hemispheric, annual
or seasonal temperature), so that their comparison is
not straightforward (BRIFFA and OSBORN, 2002). For
instance, reconstructions based on extratropical den-
drochronological evidence can be biased towards extra-
tropical temperatures in the growing season (northern
spring-summer), whereas a proxy data set containing
much information from tropical regions may underes-
timate the potentially larger variability in the extratrop-
ics. One strategy so far has been to re-scale the differ-
ent reconstructions to a common framework using scal-
ing factors derived from the instrumental record in the
20th century, thereby assuming that the proportionality
factors are also valid for temperature variations at cen-
tennial timescales. To avoid the uncertainties in the re-
scaling, Fig. 2 shows several original (not re-scaled) NH
temperature reconstructions, together with the annual
temperature in the whole NH and summer temperature
in the northern extratropical regions simulated by the
ECHO-G model. Both simulated temperature anomalies
deviate only slightly, the differences between them be-
ing at most of the order of 0.1 K. This is due to two ef-
fects in the extratropical summer temperature that tend
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Figure 2: Time series of annual NH and summer northern extratrop-

ics mean temperature anomalies (deviations from 1900–1990 mean)

simulated by the climate model ECHO-G, compared to a simulation

with an energy balance model (CROWLY, 2000), and with recon-

structions of NH mean temperature based on a multiproxy dataset

(MBH99), only dendrochronological data (ECS02), various normal-

ized paleo-data of various types records (JBBT98), and on borehole

measurements (HPS00). Time series have been smoothed to repre-

sent periods longer than 40 years. Note that the individual recon-

structions have not been rescaled to represent a common season.

to cancel each other: the centennial variability in sum-
mer is smaller than in the annual mean, but the extra-
tropical variability is larger than in the whole NH. The
lowest centennial variability is exhibited by the tropical
regions, where the difference between annual or sum-
mer temperature variability is very small. The simulated
mean cooling in the coldest centuries (from 1650 to
1850, roughly corresponding to what is known as the
Little Ice Age) of about 0.6–0.7 K relative to the 1900-
1990 mean, agrees reasonably well with the extratropi-
cal dendrochronological reconstruction of ECS and with
the bore-hole estimations (HUANG et al., 2000, hereafter
HPS). In particular, the agreement with ECS around the
Dalton Minimum and the temperature trend in the last
200 years is remarkable. However, the agreement of the
ECS reconstruction and the model in the LMM is far
from perfect. The ECS curve indicates colder conditions
around 1600 A.D. than in the LMM, in contradiction
with other proxy evidence and the JBBT reconstruction.
The evolution of the ECS curve in this period (1600–
1750) is also at odds with the evolution of estimations
of the solar irradiance. It should be pointed out that the

ECS reconstruction is expected to contain little useful
information at periods shorter than 20 years (ESPER et
al., 2002) and the duration of the LMM in the model
is close to this limit. On the other hand, the evolution
around the Dalton Minimum, with a similar duration,
agrees quite well with the simulation. From the model
point of view, the other reconstructions and the energy-
balance-model simulation of CROWLEY (2000) seem to
underestimate the degree of cooling. For instance, when
the uncertainty of the MBH99 reconstruction, in terms
of two standard error confidence, is taken into account
(not shown), the model reconstruction is consistent with
the MBH99 estimate before and after the LMM. Dur-
ing the LMM (and the Dalton-Minimum around 1810
A.D.), however, the climate model is suggesting val-
ues clearly different from MBH99 reconstruction. As
discussed before, this disagreement cannot be circum-
vented by considering only summer model tempera-
tures. The MBH99 reconstructions could be only repre-
sentative of the model tropical variability, but the statis-
tical method of MBH99 explicitly targets the annual NH
temperature. Model results are thus difficult to reconcile
with the MBH99 reconstruction.

The much larger variability at the very-long time
scale in the model may have several origins: a too large
sensitivity of the model against variations in the external
forcing, biases in the external forcing itself, or an under-
estimation of the temperature changes by the empirical
climate reconstructions. The estimation of the global at-
mospheric optical density based on the Greenland ice-
cores acidity may contain large errors and this might be
partially a source for the large LIA and LMM cooling
simulated by the model. The sensitivity of the model
can be estimated, at shorter timescales, by comparing
the centennial trends in the instrumental period with the
available instrumental temperature records. Fig. 3 shows
the NH annual temperatures simulated and derived from
the instrumental dataset by JONES et al. (1999). For
this comparison the ECHO-G data have been decimated
to the grid-points that are covered in the JONES et al.
(1999) dataset. In the analysis of MBH99 the statisti-
cal reconstruction was calibrated against this instrumen-
tal dataset and therefore it automatically represents the
spatially decimated average temperature. Fig. 3 shows
that the model simulations tend to be already too cool
in the last 140 simulation years. The linear trends calcu-
lated from 1856 onwards support this impression: 0.48
K, 0.66 K, 0.30 K and 0.47 K per century for the in-
strumental data, ECHO-G, MBH99 reconstructions, and
the JBBT98 reconstructions, respectively. However, the
interannual standard deviation calculated in the same pe-
riod, after elimination of the linear trend, indicates that
the interannual variability of the model is in line with
the observations, whereas the statistical paleoclimatic
reconstructions are both somewhat less variable (0.21



276 E. Zorita et al.: Climate evolution in the last five centuries Meteorol. Z., 13, 2004

1860 1900 1940 1980

Annual near-surface air temperature

Jones instrumental ECHO-G

North Hemisphere

Global

Deviations from 1960-1990

0.5

0

-0.5

-1.

-1.5

0.5

0

-0.5

-1.

-1.5

Kelvin

year

Figure 3: Mean annual near-surface air temperature deviations sim-

ulated by the ECHO-G model and derived from the instrumental

record (JONES et al., 1999)). The model output has been decimated

to match the grid points covered in the observational dataset.

K, 0.21 K, 0.12 K and 0.18 K, respectively). It seems,
therefore, that the model might be somewhat overesti-
mating the long-term trends caused by variations in the
external forcing. This overestimation seems, however,
not very severe, but it should be put in the perspective
of future climate simulations with other models. The
model ECHO-G has also been used to simulate the cli-
mate of the next decades under a scenario of 1% annual
increase in the atmospheric CO2 concentrations, similar
to the IPCC IS92a scenario. The level of near-surface
warming from today’s level simulated by this model lies
roughly in the middle of the range of the IPCC simu-
lations, namely 1.70 K at doubling of the present CO2
concentrations and 3.45 K in year 2100 A.D..

The low-frequency temperature variations in the
model are not symmetrically distributed in the Northern
and Southern Hemisphere (SH), although the external
forcing is symmetric. Fig. 4 reveals the hemispherically
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Figure 4: Time series of Southern hemisphere summer air tempera-

ture anomalies (deviations from 1900–1990 mean) simulated by the

climate model ECHO-G, compared to the dendrochronological re-

constructions by JBBT98 (JONES et al., 1998).

averaged air temperature in the summer season for the
SH. The centennial variability is clearly lower in the SH
than in the NH, both in the JBBT98 reconstruction and
in the ECHO-G simulation, quite probably due to the
damping effect of the ocean masses. But, as in the NH,
the model tends to simulate colder conditions through
the LIA than in the reconstructions. In particular, al-
though the timing of the Maunder Minimum and Dalton
minimum agrees, the magnitude of the temperature devi-
ations is about twice as large in the model. Also, a clear
lag around 1900 A.D. can be seen between model and
reconstruction. However, the temperature trends from
1900 A.D. onwards agree remarkably well.

4 North Atlantic oscillation

We turn our attention to one of the most important atmo-
spheric circulation patterns in the extratropics in winter
time, the North Atlantic Oscillation (NAO). Usually the
spatial pattern of this mode is defined as the leading EOF
of the sea-level-pressure (SLP) field in North Atlantic-
European sector. The corresponding pattern calculated
from the climate simulation in the period 1900-1990
A.D. is shown in Fig. 5. This pattern describes the inten-
sity of the low-level westerly winds at midlatitudes and
compares quite well with its counterpart obtained from
observational datasets (HASTENRATH and GREISCHAR,
2001). Also its fingerprint on the temperature and pre-
cipitation fields agree well with observations (ZORITA

and GONZÁLEZ-ROUCO, 2002). Some differences with



Meteorol. Z., 13, 2004 E. Zorita et al.: Climate evolution in the last five centuries 277

hPa

NAO Index

Luterbacher et al, 2002b

Glueck and Stockton, 2001

ECHO-G

30-year gaussian mean

year AD

Cook et al, 2002

1550 1600 1650 1700 1750 1800 1850 1900 1950 2000
-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

-3 -2 -1 0 1 2 3

Figure 5: Patterns of the North Atlantic Oscillation as result of an EOF analysis of the simulated SLP fields in winter time in the pe-

riod 1900–1990 in the North Atlantic-European sector, and the North Atlantic oscillation index, simulated by the model ECHO-G and

reconstructed by several authors. The annual indices have been standardized to unit variance and to zero mean in the period 1900–1990

the observations are, however, also evident, for instance,
the stronger intensity of the North Pacific Center of ac-
tion of the Arctic Oscillation in the model (not shown)
and a shift of the both centers of action of the NAO to-
wards the Eurasian continent.

The atmospheric circulation presents a high degree
of internal variability at high frequencies, and the ef-
fect of external forcing on the atmospheric indices is
expected to be small. For instance, SLP is one of
the variables where the signal-to-noise ratio in climate
change simulations is smallest. The effect of anthro-
pogenic greenhouse gas forcing on the NAO is not com-
pletely clear (ZORITA and GONZÁLEZ-ROUCO, 2000),
although most recent simulations predict a stronger
NAO in the next decades. Therefore only a rough agree-
ment – at long timescales – between the evolution of the
simulated atmospheric indices and the empirical recon-
structions can be expected. The existing empirical re-

constructions of the NAO index disagree with one an-
other (SCHMUTZ et al., 2000). Fig. 5 shows the simu-
lated NAO index, calculated as the principal component
of the first EOF of the simulated December–February
SLP field in the North Atlantic sector, together with
three recent empirical reconstruction (LUTERBACHER

et al., 2002b; COOK et al., 2002; GLUECK and STOCK-
TON, 2001). These four indices disagree in several as-
pects, but they roughly agree in the maximum reached
around 1725 A.D. and the subsequent evolution towards
lower values of the NAO until 1750 A.D.. Noteworthy is
the strong positive trend of all NAO indices throughout
the LMM, roughly from 1650 A.D. until 1725 A.D., in
contrast to the equilibrium simulation by SHINDELL et
al. (2001), where the index remains in a quasi-permanent
low index phase during the LMM. From 1750 A.D. on-
wards the LUTERBACHER et al. (2002b) and GLUECK

and STOCKTON (2001) reconstructions indicate an evo-
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lution to higher NAOI values. Around 1875 A.D. all
NAO indices, with the exception of LUTERBACHER’s
et al., reach a minimum. From there on, all empirical
reconstruction show subsequently roughly the same be-
havior as they both have been fitted in the instrumen-
tal period. Here the simulated NAO index is in clear
disagreement with the empirical reconstructions. The
question of the relative amount of variance that is re-
lated to internal variability and to external forcing can
only be ascertained with ensemble simulations. GIORGI

and FRANCISCO (2000) have found that the simulated
changes in the NAOI in climate change experiments may
strongly depend on the internal model variability. It can
be reasonably expected that the signal of the external
forcing on the atmospheric circulation is only visible in
periods with high deviations of the external forcing, e.g.
the LMM, the Dalton Minimum and the last decades of
the 20th century.

The comparison of the model NAOI with the em-
pirical reconstructions requires a relatively strong low-
pass filter to enhance the possible effect of the radia-
tive forcing on the atmospheric circulation relative to the
strong interannual variability. However, this low-pass
filter masks the behavior of the NAO within the two tem-
perature minima, the LMM and the Dalton minimum.
This behavior is described in more detail in the follow-
ing section.

5 The Late Maunder Minimum

We turn now our attention to the winter (December–
February) air temperature in the decades 1675–1710,
where the model simulates an intense global cooling, co-
incident with the Late Maunder Minimum found in most
European proxy indicators (e.g. LUTERBACHER et al.,
2001). The Late Maunder Minimum (LMM) was a pe-
riod at the end of the 17th century of diminished solar ir-
radiance, with several large volcanic eruptions (BRIFFA

et al., 1998). In the model simulation a marked minimum
of the globally averaged near-surface air temperature
occurs around 1690 A.D., which is in agreement with
the findings of MANN et al. (1999) and LUTERBACHER

et al. (2003) for Europe. In the following a more de-
tailed analysis of the 30 years around this minimum,
1680–1710 A.D., is presented. Recently, spatially re-
solved empirical temperature reconstructions for the Eu-
ropean region covering this period have been achieved
(LUTERBACHER et al., 2004) and this reconstruction
is compared with the output of the climate model. In
the analysis of the LMM the long-term mean in the pe-
riod 1550–1850 A.D. is taken as reference mean state to
avoid the influence of anthropogenic greenhouse warm-
ing.

5.1 Simulated and reconstructed winter
European temperature

A broad spectrum of early instrumental station tem-
perature and pressure series from London and Paris
(MANLEY, 1974; LEGRAND and LEGOFF, 1992;
SLONOWSKY et al., 2001) as well as several indexed
temperatures and precipitations from various sites are
available for the LMM ( WANNER et al., 1995; PFISTER

et al., 1999; ALCOFORADO et al., 2000; BARRIENDOS,
1997; XOPLAKI et al., 2001; LUTERBACHER et al.,
2001; GLASER, 2001). The latter are derived from doc-
umentary evidence and/or from natural archives (narra-
tives, annals, scientific writings, monastery records, di-
rection of cloud movement, wind direction, warm and
cold spells, freezing of water bodies, droughts, floods,
and information on vegetation). Together with the sea
ice conditions off the coasts of Iceland (OGILVIE,
1996) and the ice winter severity in the Western Baltic
(KOSLOWSKI and GLASER, 1999) a total of around 20
winter climate time series covering the areas of north-
western, central, eastern and southern Europe are avail-
able for the assessment of the LMM. These time se-
ries are used to statistically reconstruct large-scale, grid-
ded (0.5◦ lat. x 0.5◦ lon.) land based winter temperature
fields for the LMM for the European land areas (30◦
W to 40◦ E; 30◦ N to 70◦ N). The statistical method
is based on an Empirical Orthogonal Function (EOF)
analysis of the predictor field (the proxy climate indi-
cators) and of the predictand field (the gridded instru-
mental air temperature). Standard statistical regression
models linking both sets of Principal Components are
set up. The statistical relations are calibrated in the pe-
riod 1901–1960 and validated in 1961–1990. In the val-
idation, the strength of the linear statistical relationship
between reconstruction and observation is measured by
the Reduction of Error (RE) in each grid point. This is
a measure of the quality of the reconstruction between
−∞ and 1 (the case for a perfect reconstruction). Pos-
itive values of the RE indicate some skill in the recon-
struction. After assessment, the statistical parameters are
recalibrated in the period 1901–1990 in order to derive
seasonal winter temperature fields for the LMM. For a
detailed mathematical treatment of the reconstruction
method, the reader is referred to LUTERBACHER et al.
(2002a, b).

It is believed that 50–80% of the real variance is re-
covered by the reconstruction. Over Iceland and north-
eastern Europe including Russia, the skill is only 20
to 30%, so that there should be some reservation with
the reconstruction here. For instance, only sparse in-
formation is available for winter conditions in Fin-
land. Some extremely cold winters are mentioned in
the historical records, but for many winters it is not
known whether they were warmer or cooler than normal
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Figure 6: Winter (DJF) mean temperature differences 1675–1710 minus 1550–1800 in Europe according to early instrumental and docu-

mentary evidence (a) and model (b). In (a) the statistical model performance (RE) for the LMM winter temperature reconstructions is given

by hatching (dense > 0.9, medium > 0.7 and light > 0.4). In (b) the statistical significance, as obtained by testing the local null hypothesis

of equal means, is indicated by hatching: dense < 1%, medium < 5% and light < 10%. Units: Kelvin.

(LUTERBACHER et al., 2004)
Fig. 6a shows the reconstructed winter temperature

departures from the 1550–1800 mean, together with the
estimated RE. Cooling during the LMM was widespread
in Europe, with departures of more than 1.2 K in East-
ern Europe and Western Russia, up to 1 K in Central
and Western Europe and up to 0.5 K over the Mediter-
ranean, the British Isles and parts of Scandinavia. Up
to 0.5 K higher temperatures were reconstructed only
over SE Greenland, Iceland and parts of western Scan-
dinavia. There is evidence of worsening climatic condi-
tions in the Russian North starting at the beginning of
the LMM; however the degree of cooling is not given
(BORISENKOV, 1994). Warming was estimated to have
taken place only in a few locations in northern Norway,
Iceland and southeastern Greenland. The confidence in
these estimates is low in areas with little historical ev-
idence, in particular Finland, Russia and in the alleged
warmer-than-normal spots. According to the RE values,
the estimate is representative over Western and Cen-
tral Europe, South-western Scandinavia, the Balkan and
most of the Mediterranean area, while the RE values
are rather small over most of Russia, Northern Scandi-
navia, Iceland and Greenland. Another benchmark for
the reconstruction quality is consistency with indepen-
dent data that was not used in the temperature recon-
struction, for instance, Eastern Europe (BOHEMIA and
MORAVIA; BRADZIL et al., 1994), and The Nether-
lands, Belgium and Luxembourg (van ENGELEN et al.,
2001).

The reconstruction compares well with the modeling
result (Fig. 6b), which shows a cooling almost every-
where, with maximum values of 1.2 K and more in East-
ern Europe, and 0.5 K and more over most of Europe.
According to a local t-test, the cooling is systematic, and
not due to random variations. It takes place almost ev-

erywhere in Europe, Iceland and southern Greenland,
with the exception of North-western Norway. Taking
into account the local significance in Fig. 6b and the
RE-values for Fig. 6a, the two diagrams appear to be re-
markably consistent, both indicating an enhanced conti-
nentality in Europe during the LMM relative to the long
term mean.

When comparing simulations and reconstructions at
these small spatial scales over continental areas, other
feedback processes, such as changes in snow cover may
be important. The coarse resolution of the climate model
may hamper a realistic representation of the changes
in precipitation and snow accumulation over land. The
resulting surface albedo changes may cause tempera-
ture discrepancies. In this simulation the surface albedo
changes in winter in the LMM are, however, generally
small (not shown). Only in some areas in Central Asia
and Western Russia the surface albedo anomalies at-
tain values of the order of +0.05–0.1 (where the mod-
eled mean surface albedo in wintertime is about 0.4–
0.5), thus contributing to some extent to localized cool-
ing in those areas. However, no broad pattern of in-
creased surface albedo over large continental areas is
recognizable in this simulation. The coarse topography
of the model makes a comparison of simulated perma-
nent snow cover with historical information on mountain
glaciers not meaningful.

5.2 North Atlantic circulation anomalies
and European climate

To analyze the influence of the atmospheric circulation
changes on European temperature anomalies the NAO
index has been determined as the difference between
the area averaged and normalized mean sea-level pres-
sure anomalies representing the teleconnectivity centers
located Northwest of Portugal and over Iceland as in
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Figure 7: Difference of storm track activity, defined as the 2.5 to 6 day band pass filtered variance of the 500 hPa geopotential height [units:

gpm], for the (1671–1684) period (NAO−, left) and (1685–1708) period (NAO+, right) relative to a reference period (1551–1800 except

LMM). The grey areas indicate the significance in percent according to a Student t-test.
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Figure 8: Modeled European (30W-40E, 30N-80N) annual mean

near-surface temperature (grey curve) and NAO index (black curve)

for the time period 1550–1850 (11 year running mean). In the

period (1671–1684, cooling phase) the NAO index is negative, in

the period (1685–1708, warming phase) the NAO index is positive.

The Dalton Minimum shows a similar feature.

ULBRICH and CHRISTOPH (1999). In Fig. 8 the mod-
eled annual European mean near-surface temperature
has been displayed in relation to the modeled NAO index
for the time period 1550–1850. During approximately
the initial period of the LMM (1671–1684) the NAO in-
dex is negative, together with a sharp drop in temper-
ature, indicating that advection of continental cold air
dominates in central Europe. This can be confirmed by
a significant decrease of storm track activity (defined as
the 2.5 to 6 day band pass filtered variance of the 500
hPa geopotential height) in the North Atlantic and West
European region (Fig. 7). The NAO then turns positive
approximately in the second half of the LMM (1685–
1708) with European warming simultaneously. The en-
hanced advection of warmer Atlantic air masses con-
tributes to the decay of the LMM, supported by an sig-

nificant increase of storm-track activity over the Euro-
pean continent (Fig. 7). This cooling-warming transition
can also be verified with the temperature reconstruction
of van den DOOL et al. (1978). For the Dalton Minimum
at the beginning of the 19th century, which is also part
of the simulation, a similar behavior can be seen.

5.3 Global atmospheric and oceanic climate
anomalies

The simulated near-surface temperature anomaly distri-
bution during the LMM is displayed in Fig. 9a. In North-
east Canada, Greenland and the northern North Atlantic
a strong cooling of the order of 1 K and more is evi-
dent. Over the NH continents a weaker cooling, of 0.5
K and more, is prevalent. Over most of the rest of the
globe a cooling of up to 0.5 K is simulated, with regions
of warming in the SH. This signal is statistically signifi-
cant according to a local t-test, for the area north of about
30◦ S (not shown). Thus, the simulated event is a world-
wide phenomenon, which is associated with the largest
anomalies in the North Atlantic. The overall cooling is
consistent with evidence from tropical coral proxy data
(Quinn et al., 1998) and the findings for North Amer-
ica (FRITTS and LOUGH, 1985; DUNBAR and COLE,
1993), China (WANG et al., 2001; YANG et al., 2002;
GE et al., 2003), South Africa (HOLMGREN et al., 1999)
and Southern America (VILLALBA et al., 2002).

The air temperature anomaly distribution can also
be found almost unchanged in the middle troposphere
at 500 hPa height (Fig. 9b), but a qualitative deviation
from this spatial structure is observed at 200 hPa (Fig.
9c), where the polar regions actually show positive tem-
perature anomalies with respect to the long-term mean.
This behavior has been previously found by SHINDELL

et al. (2001) in an equilibrium experiment with an atmo-
spheric model coupled to a mixed layer ocean, forced by
LMM solar irradiance. This will be discussed in the next
subsection.
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Figure 9: Climate anomalies in the LMM relative to the long-term

mean 1550–1850 A.D.: a) annual near-surface air temperature; b)

air temperature 500 hPa; c) air temperature 200 hPa.

In the Labrador Sea and the North Atlantic south of
Greenland ice conditions are much more severe than
before and after the LMM event, with the ice cover-
age increased by up to 20% (Fig. 10a). This increased
ice cover is probably the reason for the greatly dimin-
ished near-surface air temperature south of Greenland.
The simulated sea-surface temperature anomalies are
depicted in Fig. 10b. The North Atlantic, and to a lesser
extent the North Pacific, display cooler temperatures
than the rest of the ocean surface. An exception is found
in the Southern Oceans, where the SST anomalies are
slightly positive. This SST anomaly distribution consti-
tutes therefore a dipole between the Northern and South-
ern Ocean at middle and high latitudes. Similar dipole
patterns have been derived from paleotemperature re-
constructions from proxy data, albeit at much longer
timescales, and are thought to be a result of variations in
the global thermohaline circulation (STOCKER, 2002).
However, the meridional overturning circulation in the
North Atlantic in the model, calculated as the maximum
of the meridional stream function in the North Atlantic,
does not exhibit outstanding anomalies in the LMM with
respect to the long-term mean (not shown), so that other
mechanisms should be responsible for these meridional
temperature dipoles.

Salinity at 100 m depth is lower than the long-term
mean in the North Atlantic with clear positive anomalies

in the tropical Atlantic and North Pacific (Fig. 10c). The
ice cover and salinity anomalies in the North Atlantic
are reminiscent of the Great Salinity Anomaly (GSA)
observed in the North Atlantic in the late 1960’s and
1970’s. According to MYSAK et al. (1990) hypothesis
the ice cover associated to the GSA could have its origin
in an excess of freshwater input into the North Atlantic
through increased precipitation minus evaporation in the
North Atlantic-Labrador Sea sector. The fresher water
masses would freeze more easily. The ice produced in
this way could be then advected to regions where ocean
convection takes place, thereby affecting the deep wa-
ter production. Other mechanisms have been proposed
to explain extreme GSA and ice cover events simulated
in coupled climate models (Hall and STOUFFER, 2001).
In their simulation, anomalously strong and persistent
northerly winds cause an increased ice export from the
Arctic Ocean that subsequently melts and freshens the
North Atlantic waters.

The large salinity anomalies at 100 m depth in the
Tropical Atlantic are restricted to the upper ocean layers
and are not visible at 450 m depth. They are not related
to clear freshwater fluxes at the surface nor to horizontal
advection by ocean currents, so that they are probably
associated with a deepening of the thermocline in the
Eastern Tropical Atlantic.
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Figure 10: Climate anomalies in the LMM relative to the long-

term mean 1550–1850 A.D.: a) sea-ice coverage (percent)); b) sea-

surface temperature; c) salinity at 100 m depth.

5.4 Atmosphere-ocean feedback
mechanisms involved in the Late
Maunder Minimum

In the decades around the LMM the near-surface tem-
peratures are almost everywhere lower than the long
term mean, in accordance with the reduced solar irra-
diance and increased volcanic activity. The ECHO-G
model responds to the equivalent solar forcing clearly
more strongly than the energy balance model of CROW-
LEY (2000). This holds even if the North Atlantic sector
at high latitudes is left out when calculating the global
mean temperature change. The simulated temperature
change approaches the result of CROWLEY only when
the high latitudes are excluded to calculate the mean.
The overall sensitivity of the ECHO-G model to slow
changes in the radiative forcing, as inferred from cli-
mate simulations for the 21st century, is in line with
that of other models, and similar to the one prescribed
in the energy balance model of CROWLEY (2000). In
the LMM the changes in the radiative forcing are of a
shorter time scale, and the stronger cooling at high lati-
tudes simulated by ECHO-G may indicate that an equi-
librium energy balance model may not be able to capture
the feed-back mechanisms at high latitudes.

The global distribution of SST or near-surface tem-
perature anomalies during the LMM is, apart from
the positive anomalies in the SH, compatible with the
weaker solar insolation and stronger volcanic activity.
At high latitudes in the northern ocean basins the tem-
perature drop is higher than on average, specially in the
North Atlantic off South Greenland. The SST anomaly
distribution is indicative of a change in the strength of
the Western Boundary Current systems, the Golf Stream
and the Kuroshio as shown in the intensity of the mean
annual stream function at 100 meter depth ( Fig. 11).

The spatial stream function patterns describe in both
basins the strength of the gyre circulation. Both stream
indicators show that in the LMM these current systems
were weaker than in the long-term mean. They are also
coupled in time to the annually averaged global tem-
perature and therefore to the effective radiative forcing.
Fig. 11 also shows, as a measure of the average atmo-
spheric forcing on the ocean surface, the annually aver-
aged wind-stress curl, spatially averaged over the ocean
grid-points in each basin (the basin integral of the ratio
of the wind stress over the Coriolis parameter yields a
similar picture). To first order, apart from the globally
reduced solar input that causes an almost global cool-
ing, the explanation for the simulated near-surface tem-
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perature anomalies in the LMM at high latitudes would
involve the weakening of the Western Boundary systems
as a response to the atmospheric circulation.

The atmospheric circulation would then have
changed as a response to changes in the radiative forc-
ing. Such a mechanism has not been completely es-
tablished yet. In general, scenario simulations for the
next century (increasing radiative forcing) tend to in-
dicate a strengthening of the atmospheric zonal indices
(SHINDELL et al., 1999; FYFE et al., 1999; ZORITA

and GONZÁLEZ-ROUCO, 2000). At shorter timescales,
the LMM (decreased radiative forcing) simulations by
SHINDELL et al. (2001) show a weakening of the NAO
index. In the present simulation, with an interactive
three-dimensional ocean, this is reflected in a reduced
anticyclonic vorticity input to the ocean surface in the
subtropical gyres, slowing the western boundaries cur-
rents and thereby intensifying the temperature drop at
middle and high latitudes in the Northern Ocean basin.

The connection between the equator-to-pole temper-

ature gradient at 200 hPa and the anticyclonic vorticity
input is illustrated in Fig. 12. The temperature gradient
evolves very nearly in phase with the wind-stress forc-
ing before and during the LMM, although the agreement
is not so good in later decades, specially during the Dal-
ton Minimum (not shown). According to the results of
SHINDELL et al. (2001), an increased solar insolation
should cause a stronger warming of the Tropical higher
troposphere than of the lower polar stratosphere, thereby
intensifying the zonal wind in the lower stratosphere.
This enhanced zonal wind would be more effective in
reflecting equatorwards the vertically propagating grav-
ity waves from the lower troposphere, intensifying the
northward momentum flux in the troposphere, i.e. lead-
ing to a stronger zonal index. This higher wave reflectiv-
ity at the tropopause hinders also the vertical heat trans-
port by waves into the stratosphere. The situation with
reduced solar insolation should be reversed. This version
of the ECHO-G model, however, lacks a realistic repre-
sentation of the stratosphere, both dynamical and chem-
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Figure 12: Zonally averaged annual equator-to-pole temperature

gradient in the NH at 200 hPa height compared to the annual

wind stress vorticity (positive, anticyclonic) averaged over the

ocean grid-points in the North Atlantic and North Pacific basins.

Anomalies are relative to the long-term mean 1550–1850 A.D..

Time series are normalized by their own standard deviation.

ical, and it is therefore surprising that this mechanism
could be also responsible for the reduced temperature
gradient at 200 hPa in the present simulation. But other-
wise, the positive temperature anomalies at 200 hPa in
the polar regions (Fig. 9c) are difficult to reconcile with
the reduced solar insolation in the LMM.

When the pattern of LMM simultaneous temperature
anomalies (near-surface and at 200 hPa) is zonally av-
eraged, it is possible to explain about 30% of the com-
mon interannual variability in the whole forced simula-
tion and just 15% of the common interannual variability
in the control run. It seems therefore, that the variations
in the solar insolation may be at least partially responsi-
ble for the contrasting meridional temperature gradients
near the surface and at 200 hPa, although this simultane-
ous anomaly pattern also appears, albeit less frequently,
in the control simulation.

We now shortly explore other possible oceanic mech-
anisms that may be involved in the negative tempera-
ture anomalies in the northern high latitudes during the

Figure 13: Top: annual potential energy released in oceanic con-

vective events averaged over the high latitude North Atlantic and

Nordic Seas; annual salinity at 100 m depth averaged over the

high-latitude North Atlantic together with the Gulf Stream intensity

indicator of Fig. 11; Bottom: Ocean convective activity in the North

Atlantic (as in top) together with the wind-stress vorticity input into

the North Atlantic ocean. Anomalies are relative to the long-term

mean 1550–1850 A.D.. Time series are normalized by their own

standard deviation.

LMM in the North Atlantic basin, namely deep water
production in the North Atlantic. Fig. 10c indicates that
salinity at 100 m depth was lower than the long-term
mean in most of the North Atlantic ocean. This could
be an indication of reduced water densities in the near-
surface layers, conductive to a reduced oceanic convec-
tion in the North Atlantic at high latitudes. The varia-
tions in oceanic convective activity in the North Atlantic
do show some connection with the LMM. Fig. 13a ex-
hibits the time series of the potential energy released
in convective events, averaged in the Northern Seas at
high latitudes and the time series of the averaged salin-
ity at 100 m depth, also spatially averaged in the North
Atlantic at high latitudes. For comparison purposes this
figure also shows the intensity of the Gulf Stream, as de-
fined previously. The evolution of the convective activity
precedes the variations of salinity and of the strength of
the Gulf Steam in the LMM, being an indication that
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Figure 14: Anomalies of annual sea-ice cover, potential energy released by oceanic convection (W/m2) and sensible heat flux (W/m2,

positive into the atmosphere) at selected years during the Late Maunder Minimum in the North Atlantic. The fields have been previously

smoothed in time with a 5-year running mean filter.

the convective activity is also contributing to variations
of the Gulf Stream intensity. However, the variations
of salinity seem to be just a response of either convec-
tive activity and/or variations in the intensity of the Gulf
Stream. Also, the amplitude of the variations in the con-
vective activity before and during the LMM are large,
but not exceptional, whereas the anomalies of the Gulf
Stream intensity and the wind-stress forcing reach out-

standing levels in these decades. Similar conclusions can
be drawn regarding sea-surface temperature in the North
Atlantic, since salinity and temperature evolve around
the LMM in phase, as it could be expected by an advec-
tive mechanism. The question remains what the origins
of the variations in the convective activity are.

The ice cover anomalies south of Greenland through-
out the LMM are formed locally and do not seem to be a
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result of ice advection from the Arctic along the Green-
land coast. This is shown in selected snapshots during
the LMM of the simulation in Fig. 14. In this figure
the corresponding anomalies of convective activity are
also shown. The ice cover anomalies are closely anti-
correlated, in time and space, to anomalies of convec-
tive activity, indicating that probably the upward oceanic
heat flux is locally driving the ice formation. The sea-
surface salinity anomalies themselves do not seem to be
large enough to influence decisively the formation of ice,
since a reduction of 0.2 psu is linked to an increase of
just 0.01 K in the freezing point of sea-water.

An interesting aspect of the climate variations around
the LMM is the recovery of the zonal circulation, and
therefore of the anticyclonic vorticity input, to positive
values before the end of the LMM. This is consistent
with the trend of the NAO index existing in all empir-
ical reconstructions (Fig. 5). This can also clearly be
seen in Fig. 13b, where the anomalous vorticity input
becomes anticyclonic before 1700 A.D., while the so-
lar radiation has barely recovered and the global tem-
perature minimum has not yet occurred. Also apparent
is the decoupling of the vorticity input in the North At-
lantic and North Pacific basins from the temperature gra-
dient at 200 hPa at the outset of the LMM around 1700
A.D. (Fig. 12). A speculative mechanism that may ex-
plain this behavior is the reaction of the atmospheric cir-
culation to the sea-surface-temperature anomaly pattern
created during the first stages in the LMM. Due to the
weakening of the Western Boundary currents (and of the
convective activity in the North Atlantic) the meridional
temperature gradient is increased and this could possi-
bly tend to intensify the atmospheric zonal circulation,
i.e. to be a negative feedback to the original forcing. Af-
ter some lag this negative feedback would overshoot and
tend to bring the advective negative SST anomalies at
high latitudes to an end. This mechanism can only be
ascertained by additional stand-alone experiments with
the atmospheric submodel forced by LMM ocean sur-
face fluxes. In general, simulations with atmospheric
GCMs driven by SST anomalies have not yielded a clear
picture of the response of the atmospheric circulation.
However, during the LMM the model simulated exten-
sive sea-ice cover anomalies in the North Atlantic that
allow for much lower surface temperatures and reduced
heat-flux from the ocean (Fig. 14).

The broad picture that emerges from this analysis is
that variations in the solar insolation around the LMM
influence the atmospheric circulation, initially favoring
a low zonal index. The reduced anticyclonic vorticity
wind forcing associated to a low zonal index modu-
lates the Western Boundary currents and in the North
Atlantic possibly the intensity of oceanic convection, in-
tensifying the sea-surface temperature and salinity drop
at higher latitudes, specially in the North Atlantic. The

recovery of the solar insolation to long-term values
should bring these climate anomalies to an end. But the
present climate simulations also suggest a possible nega-
tive feedback of the associated oceanic heat flux anoma-
lies to the atmospheric circulation, that may react by in-
creasing the zonal circulation and accelerating the West-
ern Boundary Currents again, thereby contributing to a
shortening of the LMM at high latitudes in both ocean
basins.

6 Conclusions

The climate simulation described in the previous section
represents a contribution to the reconstruction of the cli-
mate of the last centuries, complementary to the climate
reconstructions derived from the analysis of proxy data.
Of course, to gain a more conclusive picture , simula-
tions with other climate models will have to be carried
out and analyzed.

From this simulation several conclusions can be de-
rived. Perhaps the most important is that the level of ex-
ternally forced climate variability is larger than in most
of the empirical climate reconstructions, and tends to
agree, although not perfectly, with the reconstructions
that indicate quite cold conditions throughout the Lit-
tle Ice Ice and a steep temperature recovery towards the
20th century (ESPER et al., 2002; HUANG et al., 2000).
In particular, the temperature trends simulated at the re-
covery from the LMM are comparable to the simulated
and observed temperature trends since the beginning of
the industrialization. Therefore, from the model point
of view, the 20th global temperature trends are not un-
precedented, although the physical origins of the trends
in these different periods may be also different . This
is consistent with empirical reconstructions of European
temperature (LUTERBACHER et al., 2004).

The climate model ECHO-G also reacts more sen-
sitively to variations in the radiative forcing than the
energy balance model of CROWLEY (2000), although
essentially the same external forcing has been used in
both simulations. The sensitivity of the model ECHO-
G is however reasonable when compared to the simu-
lated temperature increase of the last 100 years and to
the results of other models under IPCC scenarios of cli-
mate change. This different sensitivity to changes in the
radiative forcing underlines the need of using coupled
three dimensional models under transient forcing to bet-
ter take into account feedback processes and changes in
the ocean circulation.

The simulated temperature deviations in Europe
around the LMM agree reasonably well with high reso-
lution empirical reconstructions, both indicating colder
temperatures in Eastern and Central Europe than near
the Atlantic coast. This fact supports to some extent the
ability of climate models in simulating climate change
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at regional scales. However, the model simulated colder
temperatures, almost globally, in the LMM, a result that
may be traced back to the reduced effective insolation.
Therefore, a modification of the atmospheric or oceanic
circulation would not be strictly necessary to explain
colder conditions in particular regions, e.g. Europe. The
climate model, however, simulates markedly colder tem-
peratures in the North Atlantic at high latitudes and over
Greenland, and to a lesser extent also in the North Pa-
cific, that seem to require changes in the regional cir-
culation patterns. Unfortunately, this point cannot be
checked with the empirical reconstruction.

The analysis of the model simulations suggests that
one cause for the intensification of the temperature
anomalies lies in the weakening of the Western Bound-
ary currents around the LMM, induced by a weakening
of the wind-stress forcing, a reflection of the low state
North Atlantic Oscillation, at least in the initial phase of
the LMM. This result is consistent with the simulations
by SHINDELL et al. (2001), and most empirical recon-
structions. However, the model simulates a more com-
plex evolution of the NAOI within the LMM than equi-
librium simulations are able to represent. A comparison
of empirical reconstructions of the strength, and spe-
cially of the timing of the Gulf Stream and the Kuroshio
current in the LMM would be quite interesting. Also
transient simulations with other coupled models might
support this connection between solar forcing and inten-
sity of the Western Boundary current systems.

This climate model also simulates large ice cover and
sea surface salinity anomalies around the LMM, that are
reminiscent of the Great Salinity Anomaly observed in
the North Atlantic around 1970 A.D.. In this simulation
the ice cover anomalies are not the result of ice advec-
tion, as observed in other model simulations (HALL and
STOUFFER, 2001), but are created in situ by a reduced
ocean convection south of Greenland, the lower solar in-
solation, and also probably by a reduced heat flux ad-
vection by the Gulf Stream. The reduced salinity at the
surface, also a consequence of a weakened Gulf Stream,
should have only played a minor role in the production
of ice-cover anomalies.

Finally, as a word of caution, it has to be noted that
the results presented here are the outcome of just one
simulation with a state-of-the art climate model. The
role of the model internal variability has not been as-
sessed. This would require the analysis of several sim-
ulations started from different initial conditions. Also,
the uncertainties in the external forcing, mainly solar ir-
radiance and volcanic radiative effects, have not been
explored. Although certainly these are important ques-
tions, the computing time needed for such analysis along
the 500 simulation years is very demanding. Further
work is planned to assess these points for certain key
periods of the last five centuries.
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