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Abstract This work uses a WRF numerical simulation

from 1960 to 2005 performed at a high horizontal resolution

(2 km) to analyze the surface wind variability over a

complex terrain region located in northern Iberia. A shorter

slice of this simulation has been used in a previous study to

demonstrate the ability of the WRF model in reproducing

the observed wind variability during the period 1992–2005.

Learning from that validation exercise, the extended simu-

lation is herein used to inspect the wind behavior where and

when observations are not available and to determine the

main synoptic mechanisms responsible for the surface wind

variability. A principal component analysis was applied to

the daily mean wind. Two principal modes of variation

accumulate a large percentage of the wind variability

(83.7%). The first mode reflects the channeling of the flow

between the large mountain systems in northern Iberia

modulated by the smaller topographic features of the

region. The second mode further contributes to stress the

differentiated wind behavior over the mountains and val-

leys. Both modes show significant contributions at the

higher frequencies during the whole analyzed period, with

different contributions at lower frequencies during the dif-

ferent decades. A strong relationship was found between

these two modes and the zonal and meridional large scale

pressure gradients over the area. This relationship is

described in the context of the influence of standard circu-

lation modes relevant in the European region like the North

Atlantic Oscillation, the East Atlantic pattern, East Atlantic/

Western Russia pattern, and the Scandinavian pattern.

Keywords Surface wind variability �
Dynamical downscaling � WRF � Multivariate analysis

1 Introduction

The long-term wind variability is an issue of relevance not

only from the academic point of view but also for several

applications such as the wind insurance industry, transport

and dispersion of pollutants, decision making in high risk

situations such as forest fires, etc. An important emphasis

has been made to analyze the wind speed trends (e.g. Klink

1999, 2002; Pryor and Barthelmie 2003; Xu et al. 2006;

McVicar et al. 2008, 2010; Pryor et al. 2009, Pryor and

Ledolter 2010; Vautard et al. 2010; Wan et al. 2010; Guo

et al. 2011) or the wind speed variability (e.g. Palutikof

et al. 1987; Archer and Jacobson 2003, 2004; Klink 2007;

George and Wolfe 2009; Davy et al., 2010; He et al. 2010;

Rahimzadeh et al. 2011; Martı́n et al. 2011). Dealing with

the wind as a scalar variable allows to acquire certain
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Departamento de Astrofı́sica y CC, de la Atmósfera,

Faculatad de CC, Fı́sicas, UCM,

Avenida Complutense s/n, 28040 Madrid, Spain

e-mail: pedro.jimenez@fis.ucm.es
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understanding of the long-term behavior of the flow.

However, it presents the drawback of loosing information

regarding wind direction.

Understanding the wind variability is especially chal-

lenging over complex terrain regions. The observational

networks over these areas need a reasonably high density

of spatial sampling in order to adequately represent the

most important characteristics of the flow. These kinds of

networks have proliferated with the advent of automated

weather stations (Horel et al. 2002) and have allowed us to

study certain characteristics of the regional flow (e.g.

Kaufmann and Weber 1996; Kaufmann and Whiteman

1999; Ludwig et al. 2004; Burlando et al. 2008; Jiménez

et al. 2008, 2009a, b). For instance, Jiménez et al. (2008,

JEA08 hereafter) analyzed the wind variability over a

complex terrain region using observations from 1992 to

2002, thereby evidencing the strong influence that the

orography produces over the surface circulations. Unfor-

tunately, the time span of observational networks in case

studies like that of JEA08 is often limited to a few years or

decades (e.g. Burlando et al. 2008) and does not allow for

exploring low frequency, even multi-decadal, wind vari-

ability. This limitation can be partially mitigated by using

numerical simulations that are longer than the observa-

tional records and with spatial resolutions that can also

reduce potential uncertainties associated with insufficient

spatial coverage of the observational networks (PaiM-

azumder and Mölders 2009). Such simulations can be

compared with the available observations in order to

evaluate their ability to reproduce the behavior of the

observed wind (e.g. Buckley 2004; Rife et al. 2004, 2009;

Rife and Davis 2005; Zagar et al. 2006; Jiménez et al.

2010a). For instance, Hughes and Hall (2010) used a

mesoscale simulation to understand the mechanisms caus-

ing the California’s Santa Ana winds once the ability of the

simulation to reproduce the observed wind behavior was

confirmed. In order to have the best possible representation

of the topography it is desirable that high spatial resolution

is used. In addition, if long temporal periods are targeted

this makes these kinds of numerical experiments scarce and

still challenging in terms of computational resources.

Promising results were recently found by Jiménez et al.

(2010a, JEA10a hereafter) that have shown the ability of a

simulation performed with the Weather Research and

Forecasting model (WRF, Skamarock et al. 2005) config-

ured at high horizontal resolution (2 km) to reproduce the

observed wind variability over the period 1992–2005 in the

same region described by JEA08.

This study extends the WRF dynamical downscaling

described in JEA10a to the period from 1960 to 2005 and

analyzes the local/regional wind variability over the area

beyond the limits allowed by observations. The high spatial

resolution used and the extended simulated period allows

for investigating the wind variability at time scales com-

parable to reanalyses products (Uppala et al. 2005; Kalnay

et al. 1996) but at much finer spatial scales. Our research is

based on principal component analysis (PCA) applied to

the wind components and thus, information regarding the

flow direction is taken into account. The PCA is applied to

the daily wind time series in order to mitigate the influence

of the intradiurnal circulations and thus concentrate the

investigation on the influence that the interaction between

the synoptic circulation and topography produces on the

surface wind. The main modes of variation are retained and

analyzed in order to understand the spatio-temporal wind

variability. On the basis of the good performance of the

simulation to reproduce the temporal variability, the prin-

cipal components (PCs) are further used to understand the

main synoptic forcings responsible for the long-term wind

variability. The long simulated period (over 45 years)

allows to robustly determine these connections.

The rest of the manuscript is organized as follows. The

next section describes the WRF dynamical downscaling.

Section 3 analyzes the spatio-temporal variability of the

wind over the region whereas Sect. 4 explores the large

scale mechanisms responsible for the regional wind vari-

ability. Finally, a summary and the conclusions are pre-

sented in Sect. 5.

2 WRF dynamical downscaling

The region of study is the Comunidad Foral de Navarra

(CFN), a complex terrain region located in the northeast of

the Iberian Peninsula (Fig. 1). The northern areas show

more complicated topography than the southern ones that

are dominated by the low lands of the Ebro valley (see

zoomed area in Fig. 1). The western areas are dominated

by the presence of the small sierras of Aralar, Andia,

Urbasa and Santiago. To simplify, the later will be referred

to as the western mountains, unless treated specifically. To

the North, the mountain lines of Bidasoa, Abodi, Uztarroz,

Zariqueta and San Miguel form the last foothills of the

Pyrenees and will be labeled as the northern mountains.

Central areas are dominated by the sierra of Izco and the

Ujué Peak which are labeled as the central mountains. The

sierras of Leyre and San Pedro outflank the eastern areas of

the CFN and will be referred to as the eastern mountains.

The system of sierras that constitute the western, central

and eastern mountains act as the northern boundary of the

Ebro valley over the CFN which is limited to the South by

the Iberian system.

The extension of the dynamical downscaling follows

JEA10a. A total of four domains are configured in two way

nesting in order to reach a horizontal resolution of 2 km

over the innermost domain that covers the whole CFN
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Fig. 1 Location of the CFN

within the Iberian Peninsula.

The zoomed area shows the

topographic details of the CFN

(shaded) as well as the location

of the observational sites

(circles). The main topographic

features are highlighted
(modified from JEA08)

D4

Fig. 2 Spatial configuration of the domains used in the WRF

simulation. The topography of each domain is displayed at its

specific horizontal resolution, 54 km (D1), 18 km (D2), 6 km (D3)

and 2 km (D4). The zoomed area highlights the topography used in

D4 over the region under study (see zoomed area in Fig. 1)

P. A. Jiménez et al.: Long-term surface wind variability

123



(Fig. 2). The high horizontal resolution used is necessary to

realistically represent in the downscaling the different

sierras and valleys that characterize the topographic fea-

tures of the CFN (see zoomed area in Fig. 2). The down-

scaling consists of a sequence of concatenated short WRF

runs since this has been shown to provide better compari-

son with observations than a long continuous simulation

(e.g. Lo et al. 2008). The model is initialized at the 0 h of a

given day and it is run for 48 h recording the output every

hour. The first 24 h are discarded as a spin up of the

simulation, and the second 24 h are retained and averaged

to obtain the simulation for that day. The process is repe-

ated until obtaining a WRF simulation for all the days from

1960 to 1991. Data from the ERA-40 reanalysis project

(1 9 1�) performed at the European Center for Medium-

Range Weather Forecast (ECMWF, Uppala et al. 2005) is

used as initial and boundary conditions. See JEA10a for

further details in the dynamical and physical settings of the

downscaling.

JEA10a found that the WRF simulation at 2 km of

horizontal resolution is able to reproduce the spatio-tem-

poral wind variability over the area (JEA08), showing a

clear added value with respect to the ECMWF data used as

initial and boundary conditions (ERA-40 before August

2002 and the ECMWF operational analysis afterwards).

The good performance at the 41 observational sites (circles

in Fig. 1) motivated its extension in this work in order to

cover the 1960–2005 period. The extended simulation

provides both a much longer temporal coverage than the

observations (1992–2005, Jiménez et al. 2010b) and a

much higher spatial sampling, since the innermost domain

is configured with 90 by 96 grid points and thus wind

information is available at a total of 8,640 grid points

(instead of the 41 observational sites). The extended sim-

ulation is herein used to provide a statistically robust

characterization of the spatio-temporal wind variability

over the region and its main synoptic forcing mechanisms.

Although JEA10a provided an extensive evaluation of the

downscaling performance, some complementary informa-

tion will be herein shown in order to further illustrate the

ability of the downscaling to reproduce the surface wind

variability.

3 Regional wind variability

The wind variability is investigated by applying PCA to the

correlation matrix of the daily mean wind components at

10 m above ground level. Hence, the PCA is applied

jointly to both wind components as it was done in JEA08

and JEA10a. The presence of an annual cycle in the surface

circulations (JEA08) led to compute the wind anomalies by

subtracting this deterministic behavior. This allows us to

concentrate in the variability and therefore avoid any kind

of systematic biases that the simulation may present (e.g.

Jiménez and Dudhia 2012). Wind information at the 8,640

grid points of the innermost WRF domain is used in the

PCA. Performing the analysis with daily means mitigates

the influence of the intradiurnal variability and therefore

avoids the limitations that WRF presents to reproduce it at

certain locations (Jiménez et al. 2009b). The investigation

is therefore concentrated on the influence that the large

scale atmospheric variability and its interaction with

topography exerts on the surface flow.

The first two main modes of variation account for 83.7%

of the variance (the first 57.1% and the second 26.6%,

Table 1). The third mode accounts for much lower variance

(3.0%). These numbers are in good agreement with those

shown by a PCA applied to the daily wind at the 41

observational sites (second column in Table 1). The

observations reveal however a larger contribution of the

first mode in detriment of the second one, but this is a

consequence of the smaller sampling of mountain areas

where it will be herein shown that the second mode shows

larger loads. Indeed, when we applied PCA to the simu-

lated wind at the 41 observational sites the variance

explained by the first modes is in better agreement with

observations. The first mode explains 71.4% of the vari-

ance and the second one 17.9%. Hence, the discrepancy

with respect to the first (second) observational mode was

reduced from 9.2% (17.1%) to 5.1% (8.4%).

On the basis of these considerations, the first two modes

of variation are retained for analysis. The next sections

describe the spatial (Sect. 3.1) and temporal (Sect. 3.2)

variability of these modes.

3.1 Spatial variability

The first and second empirical orthogonal functions (EOFs)

renormalized by the standard deviation to provide units to

the vectors are shown in Figs. 3 and 4, respectively. The

loads from the WRF simulation (black arrows) are in

agreement with the loads from the observations (white

arrows) providing further evidence of the dynamical

downscaling ability to reproduce the regional wind vari-

ability. However, some discrepancies can be noticed. WRF

shows a tendency to overestimate the wind in the valleys

Table 1 Percentage of variance accounted for by the three main

principal modes of variation calculated with WRF and the

observations

WRF (1960–2005) Obs. (1992–2005)

First mode 57.1 66.3

Second mode 26.6 9.5

Third mode 3.0 3.6
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and to underestimate it in the mountains. This is a result of

the renormalization, since WRF presents these kinds of

biases in the wind speed (Jiménez and Dudhia 2012) and

both variables, the mean wind speed and its standard

deviation, are correlated (r = 0.98, JEA08). The interpre-

tation becomes more evident calculating the scalar product

between the first two eigenvectors from PCA calculated

with WRF and the observations at the 41 observational

sites (Table 2). A high degree of orthonormality is evi-

denced. The first (second) eigenvectors show a scalar

product of 0.95 (0.89) whereas the product between them is

near zero (0.12 and -0.12). The scalar product between the

41 nearest vectors to the observational sites from Figs. 3

and 4, renormalized to have a unit length, and the eigen-

vectors from the observations shows nearly the same values

shown in Table 2. The high degree of orthonormality

reveals the ability of the simulation to reproduce the spatial

variability of the modes, and indicates that the discrepan-

cies that we can appreciate in Figs. 3 and 4 arise mostly

from the renormalization of the EOFs. Results also indicate

that WRF is in somewhat better agreement with the first

mode than with the second one.

The first EOF displays northwestern (southeastern) cir-

culations over the Ebro valley in its positive (negative)

phase. For the sake of brevity only the positive phase will

be described but analogous arguments can be used to

explain its negative counterpart. The circulations from

northern areas of the CFN are split by the western moun-

tains and the flow penetrates into the Ebro valley from the

east in its western flank and from the North in its eastern

flank. The main channeling occurs between the northern

and western mountains just to the north of Aralar and over

the mountain line of Bidasoa (see the zoomed in area in

Fig. 1 for the location of these topographical features),

wherein the terrain elevations are not as high as the sur-

rounding sierras. The splitting of the flow around the

central mountains is also noticeable. The wind anomalies

show a more meridional orientation at the highest

359º358º

42º

43º

3 m/sE
le

va
tio

n
(m

)

Fig. 3 First renormalized EOF

calculated with the WRF

simulation that covers the

1960–2005 period (black
arrows) and with the

observations that span the

1992–2005 period (white
arrows). For illustrative

purposes, only one of every two

grid points of the WRF grid are

represented. The topography is

also shown (shaded)
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elevations such as the northern mountains or the Iberian

system in the South indicating a certain decoupling of the

flow from the surface circulations over the valleys. This

mode can be interpreted as the influence exerted by the

main mountain systems in northern Iberia (Fig. 1) that in

the positive (negative) phase channel the flow down (up)

the Ebro valley.

The second EOF shows southwestern (northeastern)

circulations in its positive (negative) phase (Fig. 4). The

highest loads appear over the highest mountains such as the

Iberian system, the northern mountains over the Pyrenees

or the western mountains. Less intense flow is evidenced

over the central mountains and the eastern mountains. The

low lands of the Ebro valley show a weak southwestern

flow that is channeled to northern areas around the central

mountains. Higher loads over the valleys located in

northern areas of the CFN can be recognized. The mode

represents the larger influence that the synoptic circulation

exerts over the higher locations.

Keeping aside the limitations to reproduce the standard

deviation of the wind, the good agreement between the

observed and simulated EOFs (Figs. 3, 4) indicates that the

limited number of observational sites is able to discern

the main modes of variability over the region. Note that

the observations and the simulation not only differ in the

spatial resolution but also in the temporal coverage. The

two EOFs are therefore robustly defined during the over

45 year period spanned by the simulation (1960–2005).

This result goes further beyond to what can be obtained

359º358º

42º

43º

3 m/sE
le

va
tio

n
(m

)

Fig. 4 Same as Fig. 3 but for

the second EOF

Table 2 Scalar product between the first two eigenvectors from PCA

applied to the simulated and observed wind at the 41 observational

sites during the observational period (1992–2005)

Eigenvector 1

(WRF)

Eigenvector 2

(WRF)

Eigenvector 1 (obs.) 0.95 0.12

Eigenvector 2 (obs.) -0.12 0.89
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with the reduced temporal coverage of the observational

network (1992–2005) or even with the simulation of

JEA10a since it covers the same temporal period. The good

replication of the spatial variability of the patterns can be

interpreted as an added value of the simulation with respect

to the ECMWF data used as initial and boundary condi-

tions since the coarser horizontal resolution of the latter

(1�) is unable to provide details of the flow over the region.

3.2 Temporal wind variability

The two PCs associated with the main modes of variation

(Figs. 3, 4) are shown in Fig. 5. For illustrative purposes

the time series shown are filtered using a 60-day moving

average, but the correlations shown are computed using the

daily time series. Both PCs from the WRF downscaling are

in good agreement with the PCs calculated with observa-

tions (r = 0.87 and 0.72 for the first and second mode

respectively). Notice that a perfect agreement should not be

expected since the WRF PCA was calculated using infor-

mation at the 8640 grid points of the simulated grid

whereas the observations consist of the time series at the 41

observational sites. Actually, the correlations are increased

when only the simulated wind at the 41 observational sites

is considered, although this increase is slight for the first

PC (r = 0.89) and moderate for the second one (r = 0.79).

The good concordance between the PCs during the obser-

vational period provides more reliability to the dynamical

downscaling before 1992 when no observations are

available.

The PCs do not show noticeable trends or important

changes in the variability of the time series (Fig. 5). Hence,

low frequency variations play a secondary role in controlling

the wind behavior over the CFN during 1960–2005. This

important finding highlights the advantages of the extended

simulation to complement the observational and numerical

investigations during 1992–2005 (JEA08, JEA10a), since no

information of the decadal variability could had been

obtained given the reduced temporal period. The end of the

1970s and the beginning of the 1980s are the periods with

stronger northwestern anomalies in the positive phase of the

first mode (Fig. 5a). The largest anomalous wind was how-

ever from the southeast in December 1989. PC2 shows a

dominance of the northeastern winds of the negative phase at

the beginning of the 1970s but changes to positive at the end

of the decade (Fig. 5b). The maximum anomaly occurs in

December 1965 and contributes to the positive phase. A

certain decadal variability can be recognized in this second

mode of variation.

Complementary information of the temporal variability of

the modes is obtained calculating the wavelet spectra (Tor-

rence and Compo 1998) of the PCs (Fig. 6). Both wavelet

spectra present significant activity at the synoptic scale

(periods lower than 10 days) but with different contributions

at lower frequencies. The first mode shows a tendency to

increase the periods of the significant contributions of the

low frequency variations from 100 to 500 days (about

2 years) (Fig. 6a). It shows an important band around peri-

ods of 2,500 days (about 6 or 7 years) but is only significant

during the second half of the 1980s and the beginning of the

1990s. The second mode shows less activity between 100

and 500 days (about 2 years) (Fig. 6b). The bands with

significant activity are displaced towards periods between

500 and 1,000 days (about 2 and 3 years) in the 1960s and

1990s but they are close to the cone of influence where the

effects of the edges become important. The band at lower

frequencies does not appear in this case.

4 Large scale influence on the regional wind

The relationship between the synoptic situation and the

regional wind variability is inspected by calculating the

correlation maps between the PCs of the wind (Fig. 5) and

1960 1970 1980 1990 2000

Time (years)

(a)

(b)

0

-1

-2

1

2

0

-1

-2

1

2

P
C

 1
P

C
 2

Obs.

WRF

r = 0.87

r = 0.72

Fig. 5 The 60-day moving average filter outputs of the PCs of the

main modes of variation shown in Figs. 3 and 4. The correlation

between the unfiltered PCs (daily resolution) is also shown
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the daily mean sea level pressure (SLP) fields from the

ECMWF data used as initial and boundary conditions for

the dynamical downscaling (Sect. 4.1). Further exploration

of the influence exerted by the large scale is investigated

through the analysis of the relationship between the PCs

and circulation indexes such as those of the main tele-

connection patterns over the North Atlantic area (Sect. 4.2).

The long simulated period, 45 years, allows to robustly

characterize these relationships.

4.1 Sea level pressure

The correlation maps between the SLP and the PCs of the

regional wind are shown in Fig. 7. The first mode shows a

positive center of correlation over the Atlantic ocean and a

negative one to the north of Italy (Fig. 7a). A reinforce-

ment of the Azores high pressure center and the presence of

a low pressure system over the Mediterranean sea will

therefore produce a positive contribution to the first main

mode of variation. This synoptic pattern is responsible for

northwestern circulations over the CFN (Jiménez et al.

2009a) in agreement with the surface flow structure of the

first EOF (Fig. 3). The anticyclonic circulations over the

Atlantic introduce northern winds over the Iberian Penin-

sula which turn to northwestern winds over the area of

study due to the channeling of the flow between the main

mountain systems in northern Iberia and the effects of the

surface friction and the associated ageostrophic balance

(Jiménez et al. 2009a).

The second mode shows a negative correlation center to

the south of the British Islands, and a weaker positive one

over western Africa (Fig. 7b). Hence, the synoptic pattern

related to the positive phase of the second main mode of

variation is associated with the presence of a low pressure

system to the north of the CFN and a reinforcement of the

Azores high pressure over Africa. This pressure configu-

ration introduces western geostrophic circulations over the

CFN which turn to southwestern ones close to the surface

due to the ageostrophic balance introduced by the surface

friction (Jiménez et al. 2009a). This coincides with the

main direction of the flow in the second EOF (Fig. 4).

Additional support to the previous interpretations is

obtained by analysing the periods showing the maximum

anomalies in the PCs (Fig. 5). PC1 shows the maximum

value on 26 December 1980 and the minimum negative

value on 9 December 1989 whereas PC2 shows the maxi-

mum positive value on 6 December 1965 and the negative

one on 25 February 1993 (Fig. 5).The averaged anomalies

of the wind and SLP fields over the periods centered on

these maximum values and including 30 days before and

after in order to mimic the filtering of the moving average

used in Fig. 5 are shown in Fig. 8. The anomalies are in
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Fig. 6 Wavelet spectral power

of the first (a) and second

(b) PCs from the WRF

simulation. The shaded areas
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lines enclose regions of

confidence above 95% for the
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process. The dashed line
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concordance with the structure of the correlation maps

shown in Fig. 7. The maximum in PC1 shows a zonal

pressure gradient (Fig. 8a) that introduces northwestern

circulations into the CFN whereas the minimum shows the

opposite pressure configuration and it is responsible for

southeastern regional winds (Fig. 8b). The NW-SE circu-

lations are in concordance with the wind circulations

associated with the first EOF (Fig. 3). The SLP anomalies

associated with the maximum and minimum of PC2 show a

meridional pressure gradient (Fig. 8c, d). The maximum is

responsible for southwestern wind anomalies (Fig. 8c)

whereas the minimum introduces northeastern winds over

the CFN (Fig. 8d) in agreement with the SW–NE orienta-

tion of the flow in the second EOF (Fig. 4).

Complementary information supporting the previous

interpretations is provided by the classification of daily

SLP fields over the Iberian Peninsula into its most frequent

pressure patterns (PPs) identified in Jiménez et al. (2009a).

The classification was performed using SLP information

during the observational period (1992–2005). PCA was

applied to the correlation matrix of the SLP fields before

using a two step cluster analysis procedure to identify the

PPs. Briefly, the PPs identified are associated with a dis-

placement of the Azores High towards the British Islands

(PP1); the Azores High modulated by low pressures over

Europe (PP2); a low pressure system coming from the

polar front (PP3), the Iberian thermal low (PP4); a pattern

with a meridional orientation of the Azores high and a low

pressure center in the Mediterranean sea (PP5); the influ-

ence of the high pressures of the Siberian high (PP6); a NE

extension of the Azores high over the Iberian Peninsula and

Europe (PP7); and anticyclonic situations over both the

Atlantic and Mediterranean sea (PP8).

The classification has been herein extended to the

1960–2005 period by assigning the SLP fields from 1960 to

1991 to its most similar PP. For this purpose, the normal-

ized SLP fields were assigned to the most similar centroid

of each PP. Then, the relative frequency of appearance of

each one of the eight PPs during each year is computed and

correlated with the yearly averaged time series of the PCs.

The two PPs that show the highest correlation with PC1

and PC2 are shown in Fig. 9a–d, respectively.

PP5 contributes to the positive phase of the first mode of

variation (r = 0.57) whereas PP6 to the negative one

(r = -0.76). The anomalies of PP5 show a positive center

over the Atlantic ocean and a negative one over the Medi-

terranean sea (Fig. 9a). The pattern is therefore similar to

the correlation map of PC1 (Fig. 7a) but shows a certain

clockwise rotation. It is responsible for northwestern

anomalous circulations over the region (Fig. 9a). PP6

shows negative pressure anomalies over the Atlantic ocean

and positive ones over Europe that are responsible for the

southeastern anomalies over the region (Fig. 9b). This

NW-SE direction of the flow introduced by these PPs is in

agreement with the surface circulations shown by the first

EOF (Fig. 3). The anomalies in PP5 are generated by the

reinforcement of the Azores High that shows a certain

meridional extension, and the presence of low pressures in

the Mediterranean sea whereas the anomalies of PP6 are

associated with the presence of a continental high pressure

over Europe (Jiménez et al. 2009a).

The PPs showing the highest correlation with PC2 are

PP1 (r = -0.59) and PP3 (r = 0.60). PP1 is associated

with positive anomalies over the British Islands (Fig. 9c)

whereas PP3 shows negative ones (Fig. 9d). The PPs show

the SW–NE direction of the flow over the CFN in agree-

ment with the circulations shown by the second EOF

(Fig. 4). Physically, these anomalies are created by the

displacement of the Azores high pressure system towards

the British Islands or the presence of a low pressure system

over the Atlantic ocean (Jiménez et al. 2009a).

4.2 Climate indexes

The previous results suggest that the surface wind vari-

ability over the CFN can be represented by two indexes

calculated with the SLP differences between the positive

and negative correlation centers (Fig. 7). Index 1 is defined
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Fig. 7 Correlation map between the SLP from the ECMWF datasets

(ERA-40 before August 2002 and the operational analysis afterwards)

and the PC1 (a) and PC2 (b). The crosses represent the locations used

to calculate the Index 1 (a) and the Index 2 (see Sect. 4.2) (b)
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as the pressure at 40 N 15 W minus the pressure at 42 N 12 E

(crosses in Fig. 7a), whereas Index 2 is defined as the

pressure at 49 N 4 W minus pressure at 28 N 15 W (crosses

in Fig. 7b). It should be noted that the first index represents

a zonal pressure gradient (Fig. 7a) whereas the second one

represents a more meridional one (Fig. 7b). As expected,

Index 1 is correlated with the first PC (r = 0.82) and Index

2 with the second PC (r = -0.82).

To illustrate the importance of this finding, the rela-

tionship of the large scale pressure gradients (Index 1 and

Index 2) and the regional wind variability (the PCs) is

compared to the one obtained using the main teleconnec-

tion patterns in the North Atlantic area: the North Atlantic

Oscillation index (NAO), the East Atlantic pattern (EA),

East Atlantic/Western Russia (EA/WR) pattern and the

Scandinavian pattern (SCA). The teleconnection patterns

represent preferred modes of the planetary scale circulation

that can be expected to condition the climate fluctuations at

the surface (Barnston and Livezey 1987). Indeed, impor-

tant associations between these patterns and temperature

and precipitation anomalies over Europe have been iden-

tified (e.g. Hurrell 1995). The NAO shows a north-south

dipole with negative anomalies over Greenland and

positive in the central latitudes of the North Atlantic ocean

in its positive phase. The EA shows a similar pattern to

NAO but with the dipole displaced southeastward. The EA/

WR consist of four anomaly centers, the positive phase is

characterized by two positive centers in western Europe

and northern China and negative ones in the central North

Atlantic ocean and eastern Russia. Finally, the SCA shows

anticyclonic (cyclonic) conditions in Scandinavia in its

positive (negative) phase. The climate indexes were cal-

culated according with Barnston and Livezey (1987). Since

the teleconnection indexes are defined on a monthly basis,

the correlation of the PCs and the SLP has also been cal-

culated at monthly time scales. The comparison is shown in

Table 3.

There are significant correlations between the climate

indexes and the PCs, with a maximum value of 0.41 for the

EA pattern and the PC2. This association can be under-

stood in terms of the similarity between the positive phase

of EA, low pressure center in central Atlantic and positive

anomalies to the southeast, and the anomaly pattern asso-

ciated with the second mode of variation (Fig. 7b). How-

ever, EA also shows significant correlation with the first PC

(r = 0.26). Thus, it can be said that the EA mode presents
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Fig. 8 Anomalies of the wind

and SLP for the periods with the

maximum and minimum values

of PC1 (a, b) and PC2 (c, d)
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contributions to both PCs of the surface wind. Although

with smaller correlation values, the EA/WR series is also

correlated to some degree with the first (r = 0.26) and the

second (r = -0.17) PCs. The positive anomalies in wes-

tern Europe, and the negative ones in Russia, contribute to

the positive phase of the first mode (Fig. 7a); and to a

lesser extent to the negative phase of the second one. SCA

and NAO show significant correlations just with PC2, but

the correlation values are quite modest (r = 0.27 and

r = -0.23, respectively). Both, the positive phase of NAO

and the negative one of SCA are associated with negative

anomalies in northern Europe which certain resemblances

to the anomaly pattern responsible for the variability of the

second mode (Fig. 7b). Similar modest associations were

found using the canonical series from the lower tropo-

sphere structure and the regional wind during an extended

winter season by Garcı́a-Bustamante et al. (2012).

The associations between the PCs and the indexes of the

synoptic pressure gradients are much higher (Table 3). The

first (second) PC, associated with the zonal (meridional)

index, shows a correlation of 0.91 (-0.90). The high cor-

relation is expected given the definition of the indexes. The

interesting thing is that the large scale pressure gradients

are more suitable to describe the wind variability over the

CFN than the most important teleconnection patterns over

the North Atlantic region.

The large associations found between the two indexes

representing the zonal and meridional pressure gradients

(Fig. 7) and the surface wind variability allow to use

information of the SLP fields to further inspect the regional

wind variability in absence of observations or even

numerical simulations. For instance, SLP observations

from the instrumental period can be used to explore the

wind variability before 1960 when the WRF downscaling is

not available. This is further illustrated using SLP
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Fig. 9 Anomalies of the wind

and SLP for the days classified

as PP5 (a), PP6 (b), PP1 (c) and

PP3 (d) during the period from

1960 to 2005. Data from the

ECMWF dataset used as initial

and boundary conditions for the

WRF simulation are used

Table 3 Correlations of monthly averaged PCs with Index 1 and

Index 2 (see Sect. 4.2) and relevant teleconnection indexes in the

North Atlantic (Barnston and Livezey 1987)

Index 1 Index 2 NAO EA EA/WR SCA

PC1 0.91 -0.03 0.06 20.26 20.28 0.02

PC2 -0.06 20.90 20.23 0.41 20.17 0.27

Significant correlations at the 5% level are shown in bold
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observations during the 1899–2006 period (Trenberth and

Paolino 1980) to inspect potential trends of the wind during

the last century (Fig. 10). The Mann–Kendall trend test

(Mann 1945; Kendall and Gibbons 1990) is used to detect

the significant trends. The analysis is split for each season

in order to discriminate between the different synoptic

contributions dominant during each of them. The meridi-

onal gradient shows positive trends during Winter and

Spring, and negative trends during Summer and Autumn,

but all of them are non-significant. The zonal gradient

shows less important trends but there is a significant one

towards an increment of the zonal gradient in Summer

(Fig. 10c). This behavior points to an increase of the

positive phase of the first mode of variation (Fig. 3) which

favors the intensification of the northwestern circulations.

5 Summary and conclusions

A dynamical downscaling performed with the WRF model

has been used to complement the wind information pro-

vided by a mesoscale network over the CFN, a complex

terrain region in the northeast of the Iberian Peninsula. The

simulation’s ability to reproduce the wind variability dur-

ing the observational period (1992–2005, JEA10a) moti-

vated its extension in this work (1960–2005) in order to

investigate the wind behavior where and when observations

are not available and provide a statistically robust charac-

terization of the main synoptic mechanisms responsible for

the regional variability. The investigation focuses on daily

time scales in order to analyze the influence that the large

scale interaction with topography exerts over the surface

circulations. Further research will be oriented to understand

the wind variability at smaller atmospheric scales in order

to investigate the contributions of the mesoscale circula-

tions (e.g. Jiménez et al. 2011). The wind variability was

inspected using PCA applied to the joint correlation matrix

of the surface wind components.

The first principal mode of variation reflects the chan-

neling of the flow between the large mountain systems in

northern Iberia and the modulation exerted by the smaller

topographic features of the CFN. The second mode reveals

a differentiated wind behavior between the mountains areas

and the valleys. In spite of certain wind speed biases evi-

denced in the downscaling (see Jiménez and Dudhia 2012),

the high horizontal resolution used allowed to identify, for

instance, the main areas that connect the flow from the

north of the CFN with those over the Ebro valley in the

South. This finding illustrates the kind of complementary

information that a downscaling at high horizontal resolu-

tion provides to purely observational investigations

where the spatial sampling of the wind is more limited
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(e.g. JEA08). In this sense, results from this numerical

simulation can be used in the future to provide further

understanding of the transport and dispersion of pollutants

along the region from the industrial areas in the coast (e.g.

Millán et al. 1991). Additionally, the simulation can help

to analyze the sustainability of the numerous wind farms

installed over the region (Fairless 2007; Garcı́a-Busta-

mante et al. 2008, 2009). The long temporal period covered

by the simulation can be used to provide information of the

long-term variability of the wind at the location of the

already installed wind farms, and thus inform us about the

sustainability of the electricity generated from the wind.

The downscaling showed particularly good agreement

with observations in the reproduction of the temporal wind

variability. Both modes show significant contributions at

the highest frequencies (fewer than 10 days) with different

contributions at lower ones. A tendency to increase the

significant contributions of periods between 100 and

500 days (about 2 years) was noticed in the NW–SE cir-

culations of the first EOF. The investigation revealed a

small contribution of the decadal variability, result that go

further beyond to the previous observational and modeling

studies over the area (JEA08, JEA10a) that focused on a

shorter temporal period (1992–2005).

An important finding of this investigation is the strong

influence that the zonal and meridional synoptic pressure

gradients exert over the surface wind variability. High

pressures over the Atlantic ocean and negative ones in the

north of Italy contribute to the positive phase of the first

mode of variation; whereas high pressures to the south of

the British Islands and negative ones over western Africa

reinforce the positive phase of the second mode. These

important findings were used to study the trends in the

wind variability during the last century. Hence, results

from the WRF downscaling were used to go even further

than what is directly allowed for the temporal coverage of

the downscaling. A significant increase of the northwestern

wind anomalies during Summer becomes evident. The use

of SLP fields from climate change projections for investi-

gating potential changes of the regional surface wind var-

iability constitutes an interesting topic for future research.
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Montávez JP (2009) A comparison of methodologies for

monthly wind energy estimations. Wind Energy 12:640–659
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